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Abstract—Two factors primarily affect the performance of multi-threaded tasks on many-core processors with logically-shared and physically-distributed Last-Level Cache (LLC): the LLC latencies of threads running on different cores and the per-core power budgets that aim to guarantee thermally safe operation. Two knobs affect these factors: First, the mapping of threads to cores affects both the LLC latencies and the power budgets. Second, dynamic power budgeting refines the power budgets during task execution. A mapping that spatially distributes threads across the many-core increases the power budgets, but unfortunately also increases the LLC latencies. Contrarily, mapping all threads near the center of the many-core minimizes the LLC latencies, but unfortunately also decreases the power budgets. Consequently, both metrics cannot be simultaneously optimal, which leads to a Pareto-optimization for task mapping that has formerly not been exploited. Dynamic power budgeting reallocates the power budgets according to the tasks’ execution phases. This results in a dynamically changing non-uniform power budget, which further increases the performance. We are the first to present a run-time algorithm PCGov combining task-agnostic task mapping and task-aware dynamic power budgeting for many-cores with shared distributed LLC. PCGov yields up to 21% lower response time and 13% lower energy consumption compared to the state-of-the-art, with a low overhead of less than 0.5%.

Index Terms—Processor Scheduling, Power Dissipation, Thermal Stability, Dark Silicon, Cache Memory, Task Mapping, Low Power Design, TSP (Thermal Safe Power)

1 INTRODUCTION

Sophisticated task mapping and power budgeting policies are required to efficiently utilize the increasing number of cores in many-core processors [2]. The task mapping policy determines those cores where threads of a task are pinned while the power budgeting policy sets a limit to the power consumptions of the cores in order to prevent thermal violations. Both policies need to be matched to attain best performance and efficiency.

Due to increasing power densities in smaller technology nodes, active cores of a many-core are constrained by a power budget that aims to ensure thermally safe operation [3]. The most commonly used power budget is Thermal Design Power (TDP) [4]. TDP is a constant per-chip power budget determined at design-time and therefore it is unaware of the number and location of active cores (the mapping). Hence, it needs to be pessimistic to be able to prevent thermal violations. Authors of [5] present Thermal Safe Power (TSP) to overcome this limitation by considering the actual mapping. TSP provides a per-core power budget for a given mapping that prevents thermal violations in the steady-state. By considering the actual mapping, TSP can give a higher power budget than TDP while still being thermally safe. However, TSP is task-agnostic and hence results in a uniform power budget for all active cores. A uniform power budget can change over time, e.g. if the mapping changes. Thereby, uniformity means that all threads receive the same power budget.

1.1 Task Mapping

The problem of assigning multiple resources to multiple tasks is NP-complete in the general case [6]. Therefore, finding the optimal task mapping is difficult at run-time. Instead, heuristics that exploit domain-specific knowledge are needed [7]. This work focuses on open systems [8], where new tasks arrive in an unpredictable order. We employ the one-thread-per-core model well suited for many-cores [9]. We further assume rigid tasks whose threads cannot be migrated during their execution [8].

Pinning threads to spatially close cores leads to thermal hotspots, whereas spreading these threads far across the many-core leads to better heat distribution and thereby to a higher power budget. The increased power budget can potentially increase performance of a task. Figure 1 shows that heat conductance on the many-core approximately falls off exponentially with the distance\(^1\). Cores B to H in Figure 1 are all idle, but their temperatures differ notably. The farther a core is from the active core, the lower is its temperature. However, once a sufficient distance is reached, changes in temperature are insignificant. The temperatures of cores D to H are nearly the same even though their distances to the active core differ significantly. We observe that if active cores have sufficiently high distance to each other, further increasing it only slightly increases the power budget.

\(^1\) Section 6 describes the experimental setup.
Figure 2 shows the architecture of a many-core with both logically-shared and physically-distributed LLC. Each core holds a bank of the LLC. All cores are connected by a Network-on-Chip (NoC). Static Non-Uniform Cache Access (S-NUCA) is a policy that allows threads on all cores to access the LLC in a scalable manner. This policy is employed in commercially available many-cores [10]. To maintain scalability, S-NUCA determines a static association of memory address to LLC bank at design-time [11]. This causes a thread to access the LLC banks on all cores equally likely irrespective of the core it is pinned. LLC latency is affected by the hop count between the thread’s core and the LLC bank, which corresponds to the Manhattan Distance (MD). The MD between two points \(a\) and \(b\) is the sum of absolute differences of their Cartesian coordinates: 
\[
d(a, b) = \sum_{i}|a_i - b_i|.
\]
Cores that have a lower Average Manhattan Distance (AMD) to all other cores (LLC banks) have a lower average LLC latency [12]. The closer a core is to the center of the many-core, the lower is the AMD. Figure 3c shows the cycle stacks [13] of a slave thread of four-threaded streamcluster when it is mapped to cores in the center or the corners of the many-core, respectively. Both cases employ the same constant frequency during the execution of the tasks. The only difference is the mapping, which determines the AMD. Higher AMD significantly increases the LLC-related components of the cycle stack (mem-ifetch and mem-nucad), while the remaining components of the cycle stack are almost unchanged. Thereby, overall performance is reduced. So, in S-NUCA many-cores, task performance can be increased by pinning threads to cores close to the center.

For a sufficiently high power budget, the performance of PARSEC [14] tasks is dominated by the core with the maximum AMD in this task’s mapping since the thread pinned to this core forms a bottleneck [12]. Therefore, we use the maximum AMD of all cores of a task as a metric to optimize the task mapping. Figures 3a and 3b show that the AMD to LLC banks increases steeply near the corner of the many-core (cores A and H), but changes only slightly near the center of the many-core (cores C and F). Therefore, we make the observation that cores near the center of the many-core experience only a slight increase in LLC latency. These observations are not restricted to S-NUCA many-cores. Similar observations also hold true for directory-based many-cores where the cache directory is distributed along the cores [15].

Maximum power budget and minimum LLC latency are obtained by contradictory mapping decisions. While the former tends to maximize the distances between threads, the latter tends to cluster threads near the center of the many-core. Since both metrics cannot be optimal simultaneously, there exist multiple Pareto-optimal mappings. In a Pareto-optimal mapping, power budget cannot be improved without sacrificing LLC latency and vice versa. Based on the insights from Figures 1 and 3, it is very likely that there exist a lot of near-optimal mappings with respect to both optimization goals. To maximize task performance, a trade-off between pinning threads as far as possible from each other in order to maximize the power budget and pinning threads as near as possible to the center in order to minimize the LLC latency is to be found. We demonstrate this using the following motivational example.

**Motivational Example**: Figure 4 shows the execution times of different four-threaded PARSEC tasks on a 64-core S-NUCA many-core under three different mappings. TSP [5] gives a uniform per-core power budget for each mapping. Mapping 4a uses cores close to the corners to gain a high distance between active cores in order to maximize the power budget. Using the exact corner cores would result in a lower power budget since cores in the corners have fewer neighboring cores that can absorb heat. Mapping 4b uses cores as close as possible to the center of the many-core, thereby giving a uniform per-core power budget for each mapping. Mapping 4c demonstrates the evaluation of different task placements on the many-core. In mapping 4c, the load is balanced across the cores, leading to a uniform execution time. However, this mapping results in a higher power budget compared to mapping 4b, as the cores on the corners experience a lower average LLC latency.
core to minimize the LLC latency. Mapping 4c uses inner, but not the center cores to balance LLC latency and power budget. Dynamic Voltage and Frequency Scaling (DVFS) enables cores to run at different voltage and frequency levels allowing them to restrict the power consumption by sacrificing performance. The DVFS levels of the cores are adapted at run-time to not exceed the power budget.

Mapping 4c almost always provides the best task performance among the mappings shown in Figure 4. Mapping 4a suffers from high LLC latency and Mapping 4b suffers from a low power budget while Mapping 4c has both a high power budget and a low LLC latency. The average speedup with Mapping 4c among all tasks is 5.7\% (or 4.1\%) compared to mapping to corners (or center).

Different PARSEC tasks experience different performance with different task mappings due to their different characteristics. Mapping 4c provides the best performance for all tasks except canneal, for which Mapping 4b is the best. Canneal is memory-intensive and has the most LLC accesses per second among all PARSEC tasks. Therefore, the LLC latency has a much higher impact on performance than the power budget which eliminates all scope for any trade-off.

### 1.2 Dynamic Power Budget Reallocation

The execution of tasks typically shows distinct phases [16]. Figure 5a shows the execution of two-threaded blackscholes. The execution can be divided into three phases denoted by A, B, and C. In Phase A, the master thread prepares the work while the slave thread has not yet been spawned. Phase B starts when the slave thread spawns. The slave thread processes the prepared data while the master is idle. After the slave has finished execution, the master resumes and completes task execution in Phase C. Figure 5a also shows the power budgets of the threads if the uniform power budget TSP is used. In Phase A, the slave thread is not yet spawned and consequently, the master thread receives a high power budget. In Phase B, master and slave need to share the power budget, which causes it to drop to prevent thermal violations. In Phase C, the master’s power budget returns to its original level. The same observations also hold true for higher numbers of slave threads. Here, two threads were chosen for the sake of simplifying illustrations.

With a uniform power budget, both master and slave threads are provided the same power budget in Phase B. But, the behaviors of these two threads differ strongly: the slave thread is compute-intense and would benefit
from a higher power budget, while the master thread is idle and cannot make use of its assigned power budget. Therefore, a non-uniform power budget is better applicable. The power budget of the master thread can be reduced to the bare minimum, which allows the slave’s power budget to be raised while still being thermally safe. Figures 5b and 5c show the Instructions per Second (IPS) trace with the uniform and non-uniform power budgets, respectively. Redistributing the unused power budget from the master thread to the slave thread results in a higher IPS for the slave thread and ultimately in a 5.0% reduction in the response time of the task. Figure 5d shows the observed speedups for all PARSEC tasks that are capable of producing two threads. Like observed with the mapping of threads to cores, different tasks respond differently to different policies. The highest speedup is observed with fluidanimate (7.8%), the lowest with canneal. The reason why canneal does not show any speedup is that canneal is memory-intensive and cannot consume high power since the cores are stalled often while waiting for the memory. Therefore, the power budget does not restrict canneal at all and reallocation has no effect. The average speedup for these five tasks is 5.0%.

Not only the threads of a single task can behave heterogeneously, but also threads of different tasks may show heterogeneous characteristics. Figure 6 shows the peak power consumption of a single thread for different PARSEC tasks. The peak power consumptions vary strongly. It is apparent that not all tasks can utilize high power budgets. Figure 7 shows an example of how this observation can be exploited to boost the performance. Canneal, which is a memory-intensive task, cannot make use of its assigned power budget. Blackscholes, on the other hand, is a compute-intensive task and thereby could benefit from a higher power budget. To prevent the impact of inhomogeneous LLC latency, all threads are pinned to cores with the same AMD class. Reducing the power budget for the threads of canneal to a value close to its actual power consumption allows to increase the power budget for the threads of blackscholes. In this example, threads of the same task still receive the same power budget. This allows us to separate the effects of power budget reallocation between different tasks and between threads of the same task. The performance of canneal is unaffected by this reallocation since canneal was not able to make use of its power budget in the first place. But the response time of blackscholes was reduced from 97.8 ms to 95.4 ms (2.5%). So, the overall performance is increased by reallocating unused power budget. Similar observations

Fig. 6. Peak power consumptions of a single thread of different PARSEC tasks differ strongly.

Fig. 7. Transfer of unused power budget between heterogeneous tasks increases the performance. The response time of blackscholes reduces from 97.8 ms to 95.4 ms while the response time of canneal does not change.

also hold true for other combinations of tasks, where one task is memory-intensive and another task is compute-intensive.

1.3 Novel Contributions
No previous work considers the impact of both power budget and LLC latency on task performance jointly while considering dynamic execution phases of tasks. Therefore, we make the following novel contributions in this work:

- We are the first to explore the trade-off between power budget and LLC latency for task-agnostic task mapping on S-NUCA many-cores. We develop a method to determine all Pareto-optimal mappings using an Integer Linear Program (ILP).
- We are the first to present a run-time task-mapping algorithm that improves performance by exploiting this trade-off while considering previously mapped tasks.
- We extend this algorithm by a run-time component that dynamically reallocates power budgets between threads to react to different task execution phases and task heterogeneity. This algorithm works in tandem with the mapping algorithm. The combined algorithms outperform the state-of-the-art w.r.t. performance, energy consumption and prevention of thermal violations.

Source Code: On acceptance of this paper, we will release the source code that facilitates reproducibility of results.

2 Related Work
A number of strategies have been proposed for task mapping and dynamic power budgeting on many-cores with various optimization goals and constraints. Most of the works focus on either task mapping or dynamic power budgeting, but there are also some works that consider these two related problems jointly.

Task mapping can be broadly classified into two classes: design-time and run-time mapping [17]. If the workload is known in advance, the mapping can be obtained at design-time. Authors of [18] present a design-time task mapping algorithm formulated as an ILP that minimizes temperatures, thermal gradients, or energy under performance constraints. However, they do not consider task communication or cache architecture. If the workload is not known in advance, task mappings need to be determined at run-time. Most of existing run-time task mapping techniques assume point-to-point communication between threads. These works consider a variety of goals and constraints: task performance [19] [20] [21], communication latency [22], maximum temperature [22], reliability [21], or power consumption [19]. However, in a shared-memory architecture,
threads do not communicate point-to-point. To the best of our knowledge, there is only one work that considers the heterogeneity w.r.t. AMD of cores on S-NUCA many-cores. Authors of [12] present a run-time task mapping algorithm SNSched that does consider this and thus improves the average task response time. However, they do not consider power or temperature.

There are a lot of related works that target the problem of power budgeting on many-cores [23]. Some of them use a priority-based greedy approach to distribute power in case of a global power budget shortage. Authors of [24] present an agent-based power budget reallocation technique. Each core is managed by an agent that receives an income based on its associated core’s current temperature and it may spend that income on power budget. In the case of a global power budget shortage, the power budget is distributed based on predefined priorities. No trade-off is performed that could exploit the heterogeneity between threads. Authors of [25] present a two-layered approach for power-constrained many-cores. A centralized algorithm greedily distributes the available power budget to all cores based on their Instructions per Cycle (IPC). Threads with higher IPC are given preference, which aims to increase the energy efficiency. Other approaches achieve optimal results but rely on strong a priori knowledge. Authors of [26] present a Dynamic Programming approach to determine DVFS levels that maximizes the performance under a given power budget. Their approach relies on exact task-specific models for power consumption and performance depending on the frequency. All of these works use TDP and therefore they are not aware of the actual mapping and the thermal coupling of adjacent cores.

Some approaches have been proposed that target both task mapping and power budgeting. Again, task mapping can be done at design-time [27] or at run-time. Bubble Budgeting [28] is a run-time approach that aims to maximize performance under the constraint of thermal safety. The goal of the mapping policy is to map threads of a task spatially compactly with idle cores (bubbles) in between. The idle cores are used to prevent hotspots by dissipating heat. Threads are assumed to communicate point-to-point, hence compactness reduces the communication latency. The mapping is extended by a power budgeting algorithm that uses a heuristic to determine the DVFS-levels of all threads and refines this heuristic in a second step. To do this, the power consumption of threads at different DVFS-levels need to be known in advance.

PAT++ [29] is a run-time task mapping and power budgeting algorithm with similar goals and task models as Bubble Budgeting. Authors propose a heuristic algorithm to sparsely map threads of a task within a small region of the core. The motivation herein is similar to the previous approach. The idle cores dissipate heat but increase the point-to-point communication latency between threads. PAT++ further tries to maximize the distance between threads of different tasks to minimize the mutual thermal impact of tasks. This task mapping algorithm is extended by both a power budgeting controller and a boosting controller. The power budget is calculated using pessimistic TSP, which only takes the number of active cores into account instead of the full mapping. The power budgeting controller reallocates surplus power budget according to tasks’ priorities and network characteristics. Remaining thermal headroom is exploited by the boosting controller that allows threads to exceed their power budget for short periods of time.

To the best of our knowledge, there is no work that addresses the joint problem of task mapping and power budget reallocation on many-cores with logically-shared physically-distributed LLC. Most related works assume point-to-point communication of threads, which does not hold on this architecture and those works that consider the LLC characteristics do not consider power or temperature. A novel approach specifically tailored for this architecture is therefore required.

3 Pareto-Optimal Task Mappings

Task-agnostic mapping of $k$ threads to $n$ cores has two conflicting optimization goals: maximizing the power budget by TSP (and thus increase performance) and minimizing the maximum AMD (LLC latency). As explained in Section 1, these two metrics cannot both be simultaneously optimal. Hence, the goal of this section is to find all Pareto-optimal mappings [30]. For that purpose, we propose a 0-1 ILP.

3.1 Thermal Model

Thermal models of chips are commonly expressed as RC-thermal networks where temperature and heat flow correspond to voltage and current in an electrical circuit, respectively [5]. The many-core and its cooling system are modeled by $N$ thermal nodes. The first $n$ nodes correspond to the $n$ cores of the many-core along with their private caches, LLC banks, and NoC routers. The remaining $N - n$ nodes describe its cooling system. The changes in temperatures $T' = [T'_{ij}]_{N}$ of all nodes are given by $N$ differential equations:

$$AT' + BT = P + T_{amb}G$$

Thereby, matrix $A = [A_{ij}]_{N \times N}$ describes the dynamic thermal behavior, vector $T = [T_{i}]_{N}$ contains the current temperatures, matrix $B = [B_{ij}]_{N \times N}$ describes the thermal conductivity between nodes, vector $P = [P_{i}]_{N}$ contains the current power consumption of all nodes, $T_{amb}$ is the ambient temperature, and vector $G = [G_{i}]_{N}$ describes the thermal conductivity between nodes and ambient.

The steady-state temperatures $T_{steady}$ are given by

$$T_{steady} = B^{-1}(P + T_{amb}G)$$

where matrix $B^{-1} = [B_{ij}^{-1}]_{N \times N}$ is the inverse of matrix $B$. None of the steady-state core temperatures must exceed the thermal threshold $T_{DTM}$ for thermally safe operation. We additionally consider a global power budget $P_{TDP}$. Idle cores consume a constant power $P_{idle}$.

3.2 ILP Formulation

The optimization variables of the ILP are $x = [x_{i}]_{n}$, $x_{i} \in \{0, 1\}$, where $x_{i} = 1$ means that core $i$ is active, whereas $x_{i} = 0$ means that core $i$ is idle. A mapping and its associated power budget need to fulfill three constraints:

- Exactly $k$ cores need to be selected.
- The global power budget $P_{TDP}$ must not be exceeded.
- There must be no thermal violations in the steady-state, i.e. the per-core power budgets $P_{TSP}$ must be satisfied.
Selecting exactly $k$ cores is met if $\sum_{i=1}^{n} x_i = k$. For the remaining two constraints we introduce a helper variable $H > 0$ that allows us to express them as linear inequalities. $H$ is defined by

$$P_{TSP} = P_{idle} + \frac{k}{H} \tag{2}$$

The value of $\frac{k}{H}$ corresponds to the difference between the power budget of active cores and the power consumption of idle cores. This value is the same for all active cores, because we employ uniform TSP. The power budget is maximized if the helper variable $H$ is minimized. The total power consumption of the chip consists of $k$ active cores, each consuming at most the power budget $P_{TSP}$, and $(n - k)$ idle cores, each consuming the idle power $P_{idle}$. The total power consumption must not exceed the global power budget $P_{TDP}$:

$$P_{TDP} \geq k \cdot P_{TSP} + (n - k) \cdot P_{idle}.$$  

Using Equation (2), solving for $H$ gives

$$H \geq \frac{k}{P_{TDP} - n \cdot P_{idle}}$$

The steady-states is thermally safe if $\forall i: T_i \leq T_{DTM}$. Using Equations (1) and (2), we obtain:

$$T_i = \sum_{j=1}^{N} B_{ij}^{-1} \cdot (P_{idle} + x_i \cdot \frac{1}{H} + T_{amb} \cdot G_j) \leq T_{DTM}$$

Solving for $H$:

$$H \geq \frac{\sum_{j=1}^{n} B_{ij}^{-1} \cdot x_j}{T_{DTM} - \sum_{j=1}^{n} B_{ij}^{-1} (P_{idle} + T_{amb} \cdot G_j)}$$

Putting all three constraints together, the power-budget-maximizing task mapping and its power budget is obtained by solving the following ILP:

Minimize $H$

such that:

$$\sum_{i=1}^{n} x_i = k \quad H \geq \frac{k}{P_{TDP} - n \cdot P_{idle}}$$

$$H \geq \frac{\sum_{j=1}^{n} B_{ij}^{-1} \cdot x_j}{T_{DTM} - \sum_{j=1}^{n} B_{ij}^{-1} (P_{idle} + T_{amb} \cdot G_j)} \quad \forall i \in [1 \ldots n]$$

This ILP does not yet account for LLC latency. Since the AMD values of the cores are discrete and symmetric, there exist only a small number of unique values [12]. For example, the 64-core many-core used in this work has only 9 unique AMD values. That enables us to find all Pareto-optimal mappings by fixing the maximum AMD $AMD_{max}$ in the mapping and maximizing the power budget for this value of $AMD_{max}$. Therefore, we add a fourth constraint to the ILP that restricts the available cores in the mapping to cores with a smaller AMD than the upper limit $AMD_{max}$.

$$x_i = 0 \quad \forall i : AMD(i) > AMD_{max}$$

The resulting ILP is solved several times, once for each unique AMD value $AMD_{max}$. This allows to find all Pareto-optimal mappings.

The above ILP implicitly makes the assumption that the many-core is idle when $k$ new cores need to be assigned, which is in practice almost never the case. In case there are already $p$ cores allocated on the many-core, the ILP needs to be modified slightly. Instead of finding a mapping of $k$ threads, a mapping of $k + p$ threads is searched while enforcing that $x_i = 1$ if core $i$ is already used by the $p$ present threads to account for task rigidity.

Solving this ILP is too computationally expensive for use at run-time. Determining the optimal mapping of 8 cores on a 64-core many-core takes 8.7 s using MATLAB on an Intel Core i5-3470. Calculating the optimal mappings at design-time and storing them in a lookup table is not feasible either since there are too many possible scenarios. This creates the need for an efficient heuristic run-time algorithm that finds mappings close to the Pareto-optimal ones, so-called near-Pareto-optimal mappings. A near-Pareto-optimal has the need for an efficient heuristic run-time algorithm that finds mappings close to the Pareto-optimal ones, so-called near-Pareto-optimal mappings. A near-Pareto-optimal has

### 4 Run-Time Task Mapping Algorithm
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Once per Task: 
Task Mapping 
(Section 4)

Fig. 8. The proposed algorithm PCGov comprises two parts: task mapping and dynamic power budget reallocation. Task-agnostic task mapping is only called once per task. Dynamic power budget reallocation periodically sets the power budgets according to the current power consumptions and core utilizations.

Algorithm 1 Find Near-Pareto-Optimal Mappings

Input: $k$: number of requested cores, $U$: set of used cores
Output: near-Pareto-optimal mapping candidates $MC$
1: $MC \leftarrow \emptyset$
2: for all $AMD_{\text{max}} \in \text{UNIQUE}(AMD(i) | i \in [1 \ldots n])$ do
3: \hspace{1em} $M \leftarrow \emptyset$ \hspace{1em} \triangleright \text{start with empty mapping}
4: \hspace{1em} while $|M| < k$ do \hspace{1em} \triangleright \text{greedily select $k$ cores}
5: \hspace{2em} $avblCores \leftarrow \{ |AMD(i) \leq AMD_{\text{max}} | M \cup \{i\} \} \setminus \{M \} \cup U$
6: \hspace{2em} $P_{\text{TSP,all}} \leftarrow \{ \text{TSP}(M \cup \{i\} \cup U) | i \in avblCores \}$
7: \hspace{2em} $M \leftarrow M \cup \{ \text{arg max}_i P_{\text{TSP,all}}(i) \}$
8: \hspace{1em} end while
9: $MC \leftarrow MC \cup \{ M \}$
10: end for
11: return $MC$

The algorithm needs to be task-agnostic. The mapping algorithm comprises two parts:

1) Find near-Pareto-optimal mappings.
2) Select one of these mappings that is expected to maximize performance.

4.1 Find Near-Pareto-Optimal Mappings

Algorithm 1 presents the heuristic algorithm to find near-Pareto-optimal mapping candidates $MC$. It finds a near-Pareto-optimal mapping $M$ for each unique AMD value $AMD_{\text{max}}$ where only cores that do not exceed $AMD_{\text{max}}$ are used. The $k$ cores of each mapping $M$ are selected greedily starting with an empty mapping (line 3). The available cores are the idle cores that do not exceed the AMD limit (line 5). For each of these cores, the resulting power budget is calculated, one at a time, in combination with the already selected cores (line 6). The core that results in the highest power budget is added to the mapping $M$ (line 7). This is repeated until $k$ cores are selected.

Calculating the TSP for all available cores can be done in $O(n^2)$ by sharing intermediate results across the individual calculations. Since this needs to be done $k$ times for each of the $O(n)$ unique AMD values, the total complexity for finding all these near-Pareto-optimal mappings is $O(k \cdot n^3)$.

4.2 Select One of the Near-Pareto-Optimal Mappings

After the near-Pareto-optimal mappings have been determined, one of them needs to be selected. The impact of power budget and LLC latency on the performance differs for different tasks as shown in Figure 4d. Selecting the mapping that maximizes performance for a task, can only be accomplished with detailed profiling. Hence, the goal of our task-agnostic algorithm PCGov is to select the mapping that is expected to result in high performance for most tasks.

Figure 9 shows the Pareto-curve for mapping twelve threads on a 64-core many-core. The best blackscholes or streamcluster performance is obtained with neither the mapping with highest power budget nor the one with lowest LLC latency, but with mappings that perform a trade-off between both metrics. Figure 4d shows that similar observations hold true for almost all other PARSEC tasks. We use the weighted sum of power budget $TSP(M)$ and maximum AMD of the selected cores $\max_{i \in M} AMD(i)$ to decide the selected mapping $M^*$.

$$M^* = \arg \max_{M \in MC} (TSP(M) - \alpha \cdot \max_{i \in M} AMD(i))$$

The parameter $\alpha$ balances the impact of power budget and AMD on the selection. Without task profiling, we aim to make a balanced trade-off between power budget and LLC latency. We calculate $\alpha$ for each set of mapping candidates individually:

$$\alpha = \frac{\max_{M \in MC} TSP(M) - \min_{M \in MC} TSP(M)}{\max_{M \in MC} \max_{i \in M} AMD(i) - \min_{M \in MC} \max_{i \in M} AMD(i)}$$

This formula makes the selection independent of the scales that are used. Graphically, our algorithm selects the mapping with the highest distance to the dotted line in Figure 9 that connects the mapping with the highest power budget and the mapping with the lowest maximum AMD. Selecting one of the mapping candidates has a time complexity of $O(n)$, which results in the total complexity $O(k \cdot n^3)$ for task mapping. This algorithm is to be run only once whenever a new task arrives.
5 Run-Time Dynamic Power Budget Reallocation Algorithm

This section describes our run-time power budget reallocation algorithm, which forms the second part of PCGov. It observes the current core utilizations and power consumptions of threads and adjusts their power budgets accordingly.

Figure 10 shows the Finite State Machine (FSM) that is associated with each thread. It comprises three states based on the core utilization and power consumption: Idle, Compute-Intense, and Memory-Intense. A thread stays in the Compute-Intense state as long as its power consumption potentially could exceed the power budget if the core ran at a higher frequency. The DVFS loop throttles the core to prevent a power budget violation. Hence, the observed power consumption will be slightly lower than the power budget. If a thread cannot exceed its associated power budget, i.e. if the power consumption is significantly lower than the power budget, the FSM transitions to the Memory-Intense state. The parameter $\delta$ inhibits oscillations between states by compensating small fluctuations in the power consumption. A thread transitions back to the Compute-Intense state if its power consumption rises again. If a thread is idle, i.e. its core utilization is zero, the FSM transitions to the Idle state.

The policy to determine the power budget depends on the state. Idle threads are threads that are blocked and wait for an event before resuming operation. The power budget of these threads is set to the bare minimum $P_{idle}$, which forces the DVFS control loop to choose the lowest possible voltage and frequency for the associated core. This results in the highest possible surplus power budget available for other threads. The power consumption of memory-intense threads does not reach their power budget. Hence, their power budget can safely be reduced to a level slightly higher than their current power consumption to free the otherwise wasted power budget. This does not degrade their performance even though their power budget is reduced, but allows to reallocate otherwise wasted power budget to threads that can make use of it. Compute-intense threads are the threads whose performance could increase with a higher power budget. Hence, their power budget should be maximized.

It is important to note that power budget that was freed on any thread cannot be simply added to the power budget of another thread. Care must be taken to prevent new thermal hotspots. The sum of all per-core power budgets may change if power is reallocated to ensure thermal safety. Algorithm 2 increases the power budget for compute-intense threads in a thermal-aware fashion. First, the set $C$ of cores that receive power budget is determined. Then, the thermally safe power budget for these cores is recalculated using TSP while considering the already determined power budget for the other cores. TSP supports thermal nodes with known power consumption. To use this, we temporarily assume that the power consumptions of idle and memory-intense threads exactly match their power budgets and therefore overestimate their power consumption by at most $\delta$.

The FSMs of the threads are mostly independent. This allows for a distributed implementation. One FSM instance is run on every core. These FSMs independently track the state of their associated threads. However, the calculation of power budgets for compute-intense threads needs information exchange between the FSMs. To do this, all FSMs in the Idle- and Memory-Intense-state determine their power budget and send it to a central manager that calculates the power budget for compute-intense threads applying Algorithm 2 and broadcasts it to all associated FSMs.

Each FSM of one thread has a time complexity $O(1)$. Since TSP is to be recalculated after reallocating the power budget, Algorithm 2 has a complexity of $O(n^2)$. However, Algorithm 2 does not need to be run in every DVFS-epoch. This is needed only if the number of threads in the system changes or if the state of the FSM of a thread changes.

6 Experimental Evaluation

6.1 Experimental Setup

We use the Sniper many-core simulator [31] to simulate multi-program execution of multi-threaded tasks in order to evaluate our algorithm PCGov. Sniper models shared resource contention while still offering a feasible simulation time. We use an extension of Sniper, HotSniper [32] that combines Sniper with periodic power traces using the integrated McPAT tool [33] and a thermal simulation using HotSpot [34]. The simulated many-core comprises 64 cores aligned in an 8\times8 grid that communicate over a NoC. DVFS sets core frequencies in multiples of 100 MHz from a minimum of 1.0 GHz up to a maximum of 4.0 GHz. The per-core private L1 data and instruction caches have a size of 16 KB each and an access latency of 3 cycles. The shared LLC uses S-NUCA policy and has a total size of 8 MB where each core holds an LLC bank of size 128 KB with a latency of 8 cycles. The NoC uses XY-routing with a latency of 1.5 ns (6 CPU cycles @ 4 GHz) per hop and a link width of 256 bits. The many-core is assumed to be fabricated in the 10nm
technology. We used HotSpot to create a thermal model of the many-core and its cooling system. TDP is set at 30 W. The ambient temperature is 45 °C and the thermal threshold \( T_{DPM} \) is 80 °C. The power consumption of an idle core is set at 0.2 W due to the use of its associated LLC bank even when the core itself is idle. The parameter \( \delta \) is set at 50 mW.

Each workload consists of 20 randomly selected PARSEC tasks with simsmall inputs as they are large enough to stress the caches for most tasks but still allow the simulation to finish in a feasible time. We use 8 of the 13 PARSEC tasks: blacksholes, bodytrack, canneal, dedup, fluidanimate, streamcluster, swaptions and x264. The two tasks facesim and raytrace were not used since they do not offer a simsmall input and thus take unreasonably long to execute. The three tasks ferret, freqmine, and vips could not be evaluated due to unsolvable instrumentation errors of the PIN tool [35] that is used by Sniper. The task arrival rates follow a Poisson-distribution with varying average arrival rates.

### 6.2 Evaluation of the Mapping Candidates of PCGov

The first part of the mapping algorithm of PCGov finds near-Pareto-optimal mappings. We evaluate how close these mappings are to the optimal by extracting all near-Pareto-optimal mappings that were obtained while executing the workloads. These are all the mapping candidates \( MC \), not just the selected mappings. We compare the power budget of each of these mappings to the power budget of the Pareto-optimal mapping with the same maximum AMD. The Pareto-optimal mappings are obtained using the ILP described in Section 3. Figure 11 shows the results for each number of requested cores \( k \). For small values of \( k \), the mappings obtained by our greedy algorithm are very close to optimal or even optimal. For larger values, the quality drops slightly. This is because the search space expands combinatorially with the number of requested cores \( k \), and hence, the likelihood for a greedy algorithm to find the optimal solution decreases. Overall, the greedy algorithm determines near-Pareto-optimal mappings with \( a \), in practice, negligible loss in power budget of less than 3.2% compared to the Pareto-optimal mappings.

2. Figure 3c shows that the LLC-related components mem-ifetch and mem-nucad take up a large part of the cycle stack, which shows that L1 caches cannot fit the working set of streamcluster, but the LLC needs to be used extensively. Similar behavior can be seen for most other tasks. Due to heterogeneity in PARSEC, some tasks (canneal) depend strongly on the DRAM, while others (fluidanimate) depend very little on the memory hierarchy. By employing all these tasks in our evaluation we show that our proposed technique is robust w.r.t. variations in the tasks.

### 6.3 Comparison to State-of-the-Art

We compare our run-time task mapping algorithm PCGov to the state-of-the-art algorithms Bubble Budgeting [28], and \( PAT++ \) [29] described in Section 2, since these algorithms address the same problem as studied in this work. We adapted Bubble Budgeting and \( PAT++ \) to our platform.

Figure 12a compares the average response time of the tasks for different task arrival rates for each of the three task mapping and DVFS policies. In these experiments, the average (peak) system utilization varies from 4.3% (34%) for a task arrival rate of 1 per 1000 ms up to 34% (91%) for a task arrival rate of 11 per 1000 ms. The response times of individual tasks vary significantly from 24 ms up to 2.3 s. In order to prevent long-running tasks from dominating the average response time, we compare the geometric means of the response times. PCGov always results in the lowest response time and hence in the highest performance with up to 21% and 13% improvement over \( PAT++ \) and Bubble Budgeting, respectively. This is because PCGov considers not only the power budget but also the LLC latency. \( PAT++ \) and Bubble Budgeting consider power budget and task communication but assume message passing, which is not the case in S-NUCA many-cores. Hence, these approaches tend to map tasks to the corners of the many-core and thus result in high
LLC latencies and reduced performance. These observations hold true for varying task arrival rates.

Figure 12b compares the average energy consumption per task for execution of the workloads. The energy consumption shows similar trends as the performance. *PCGov* always results in the lowest energy consumption for all task arrival rates with up to 13% and 8.3% improvement over *PAT++* and *Bubble Budgeting*, respectively.

Figure 12c compares how often thermal violations occur during execution. This is mainly a property of the power budgeting and DVFS algorithm, not of the task mapping. The power budgeting policy of *PCGov* is designed to prevent thermal violations. The resulting power budget is enforced on a per-core basis. This results in very rare thermal violations of less than 0.4%. Since we employ a reactive approach, thermal violations due to sudden changes in the power consumption of threads cannot be perfectly avoided. *PAT++* uses a per-chip power budget, which cannot prevent thermal hotspots. Hence, the duration of thermal violations is higher (up to 5.2%). The thermal model used by *Bubble Budgeting* determines the power budget of a core by considering its neighborhood. However, the model does not consider the location of the core on the chip. The cores in the corners of the many-core have a significantly lower power budget compared to other cores since they have fewer neighbors that can dissipate heat. *Bubble Budgeting* cannot consider this and hence it causes frequent thermal violations (up to 31%), mostly in the corner cores.

Summarizing, the proposed *PCGov* shows substantial improvements over both *PAT++* [29] and *Bubble Budgeting* [28]. It significantly reduces response time, energy consumption and thermal violations.

### 6.4 Run-Time Overhead

**Performance Impact:** Figure 13 shows the average run-time overhead of our algorithm *PCGov*. The overhead is split into two components: task mapping and power budget reallocation. Task mapping is done only once per task, while power budget reallocation is done periodically. The overhead is given per execution of the algorithms, i.e., per task mapping and per power budget reallocation epoch, respectively.

The overhead of task mapping is measured by creating random scenarios, where the number and location of already active cores is set randomly at a utilization of 50% and a random number of requested cores $k$ is selected between 1 and 16. The average overhead increases with the number of cores from 67 µs on a 5×5 many-core up to 101 ms on a 16×16 many-core when running on a single core. It is important to note that mapping is only performed once per task. The average execution time of tasks in the experiments from Section 6.3 is 340 ms. This results in a relative overhead of 30% for task mapping on a 16×16 many-core. However, up to 10×10 cores, the overhead stays below 1.3%. We conclude that our proposed algorithm is suitable for many-cores with up to 10×10 cores, but may be too slow for larger processors. On the studied 8×8 many-core, task mapping takes 1 ms on average which results in an overhead of 0.3%.

When measuring the overhead for the power budget reallocation, it needs to be considered that Algorithm 2, which calculates the power budget for *compute-intense* tasks, does not need to be executed in every epoch. The less the power consumption of active tasks fluctuates, the fewer this algorithm is executed. However, this heavily depends on the executed workloads. To account for this, we extract power and utilization traces from the workloads executed in Section 6.3 to stimulate the power budgeting algorithm and measure its execution time. Algorithm 2 had to be executed in less than 10% of all power budgeting epochs. The overhead increases with the size of the many-core from 0.7 ms on a 5×5 many-core up to 14.2 µs on a 16×16 many-core. Considering the power budget reallocation period of 100 µs, this results in a relative overhead of less than 0.1% for all studied sizes of the many-core, since Algorithm 2 is executed on only one of the cores. The average overhead on our studied 8×8 many-core is 3.3 µs.

**Power and Thermal Impact:** Our proposed technique is executed at run-time, i.e., in parallel to the executed workload. Therefore, we need to investigate the impact of our technique on power and temperature. Executing task mapping (Algorithm 1 and selection of the best candidate) on a single core results in a power consumption of up to 1.4 W. This is comparable to the power consumption of actual tasks, which ranges from 1.1 W to 2.8 W (see Figure 6). Therefore, it needs to be considered by the dynamic power budget reallocation algorithm to maintain thermally safe operation. However, since the power budget algorithm is agnostic of tasks and simply considers threads independently, no changes to the power budget reallocation algorithm are required. The thread that decides the mapping can be treated exactly as a thread of any other task.

The power budget reallocation algorithm is executed periodically and in therefore also runs in parallel to the executed tasks. As seen earlier, the execution time of this algorithm is 3.3 µs every 100 µs on a single core. The peak power consumption during its execution is 1.7 W. Since the control period is small compared to thermal time constants of a processor cooling system, the thermal impact can be treated as constant and we only need to consider the average power consumption over the full control period, i.e., including 96.7 µs idle time. The average power consumption is 0.25 W, which is very close to the idle power consumption of 0.2 W. Therefore, the power budget reallocation algorithm has a negligible thermal impact on the many-core.

### 6.5 Impact of the Hysteresis Parameter $\delta$

The hysteresis parameter $\delta$ is employed to reduce the power budget reallocation overhead. Without $\delta$ (i.e., $\delta=0$ mW), the
The hysteresis parameter \( \delta \) serves as a buffer to filter noise and ensure that power budget reallocation changes occur gradually. This helps in maintaining a stable power budget and preventing sudden spikes or drops. The performance impact of varying \( \delta \) is shown in Figure 14.
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\[ \text{Realloc. Overhead [\mu s]} \]
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**Figure 14. Impact of varying the hysteresis parameter \( \delta \) on the performance and dynamic power budget reallocation overhead.** Setting \( \delta \) at 50 mW allows to filter most of the noise in the power consumption.

The motivation behind using a hysteresis parameter is to avoid frequent and unnecessary reallocation of power budgets, which can lead to increased overhead and potential performance degradation. By choosing an appropriate value for \( \delta \), the power budget of compute-intensive tasks has to be recalculated every time the power consumption of a memory-intensive task changes. This is to avoid creating a corridor for the power consumption. As long as the power consumption stays within this corridor, power budgets do not have to be recalculated. The wasted power budget (the difference between power budget and actual power consumption) is bounded by \( \delta \). Summarizing, \( \delta \) should be high enough to filter out noise in the power consumption, but as low as possible to bound the wasted power budget.

The overhead of the proposed algorithm on a 64-core many-core platform is less than 0.5% and 0.1% for task mapping and periodic power budget reallocation, respectively. This algorithm exploits a trade-off between power budget and LLC latency for task mapping. We showed that optimizing for power budget and optimizing for LLC latency result in contradictory mapping decisions. Optimizing for only one of the two does not provide the best task performance. Instead, a trade-off between the two is most beneficial. Furthermore, \( PCGov \) exploits heterogeneity in the power consumption both within threads of the same task and between threads of different tasks. Reallocating power budget to threads with a higher demand results in increased performance. Both measures combined results in up to 21% higher performance compared to a state-of-the-art algorithm on a 64-core many-core accompanied by a reduction of up to 13% in the energy consumption. We show that our power budget reallocation algorithm is very effective in avoiding thermal violations. Furthermore, the overhead of the proposed algorithm on a 64-core many-core is less than 0.5% and 0.1% for task mapping and periodic power budget reallocation, respectively.
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